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Abstract: The first part of this two-part article is about a retrospective view of material characterization, starting with the work of J. Epstein around the year 1900 and respective basic explanations. Consequently, the work presented herein is about the current state-of-the-art, recent developments, and future trends in characterization of ferromagnetic materials. Modeling is in fact a type of characterization, in a phenomenological and mathematical sense, and therefore it is treated with due attention in this article. Quantifying the properties of soft magnetic materials retains significant scientific attention. Thanks to new optimization techniques and advances in numerical evaluation, modern electromagnetic devices feature high utilization. Classical models exhibit assumptions that do not allow modern machine or device characterization with high accuracy. In this manuscript, typically applied techniques and recent incremental improvements, as well as newly developed models are introduced and discussed. Moreover, the significant impact of manufacturing on the materials’ characteristics and its quantification is illustrated. Within this article, a broad overview of the state-of-the-art as well as recent advances and future trends in soft magnetic material characterization is presented.
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1 Introduction

Significant effort continues to be made for more accurate modeling of soft magnetic materials for electric machine design. Besides a generally increasing interest, a fundamental reason is the practical need for more efficient and more compact machine designs. Due to their short end winding, nowadays very often electric machines with tooth wound coils are applied. A side effect is the increased number of harmonics with considerable magnitude in the air gap field. Initial loss models for ferromagnetic materials were developed assuming sinusoidal flux densities. As this is no longer valid, new approaches have to be focused upon. In addition, computational power significantly increased and beneficial optimization techniques for nonlinear problems were developed, e.g., evolutionary algorithms. Therefore, electromagnetic devices are optimized using sophisticated algorithms and numerical techniques for evaluation. As usually cost or specific performance ratios play a key role, highly-utilized components are derived and ferromagnetic materials are thus driven in the very nonlinear region. Hence, a large part of the components features saturation regarding electromagnetic quantities. Furthermore, impact of manufacturing processes becomes more significant. This article is organized as follows: Section 2 is about modeling techniques for quantifying the relationship of magnetic field intensity and magnetic flux density, as well as the losses that arise in ferromagnetic components due to a change of the magnetization state. While in some approaches the evaluation of both effects is combined, in other models these two aspects are separated. Starting from typically applied and well-established models, recent modifications and improvements for more accurate modeling are presented. Section 3 gives the advances for considering the manufacturing effect in the design of electric machines or electromagnetic devices. Two major steps in manufacturing can be observed that take effect on the characteristics of ferromagnetic materials. One deals with techniques for obtaining the desired shape of the device cross section out of sheets of laminated steel. The other one is about effects with reference to the stacking of multiple sheets and the pressing of a lamination stack into or on auxiliary components. For instance, the stator of electric machines is often pressed in a housing made of aluminum, while the rotor is mounted on a shaft. Manufacturing effects are thus multi-faceted as well as the considerable amount of research that is actually carried out in this field. Finally, Section 4 presents a summary and conclusions of all past and ongoing activities.

2 Modeling of the magnetization characteristics

In the last one hundred years, scientists and engineers developed many different methods for modeling the magnetic hysteresis loop of soft magnetic materials. In general, the magnetic hysteresis exhibits strongly nonlinear characteristics and its shape usually depends on the magnetization history, the actual magnetization state due to the magnitude of the external fields, but also on the respective gradients of the magnetic field quantities. Unknown environmental aspects such as the mechanical stress inside the material or the local temperature distribution further affect the shape of magnetic hysteresis. For this reason, models that describe the total hysteresis in all aforementioned cases are very complex, hard to apply in simulation software and require extensive measurement data for complete identification. In many numerical simulation tools, only highly simplified models are implemented. Often, the hysteretic behavior of the material and hence magnetization history as well as iron losses are neglected during electromagnetic field calculation and only the nonlinear relationship between magnetic flux density $B$ and magnetic field strength $H$ is considered in terms of the initial magnetization curve. Section 2.1 introduces a short overview about commonly used models for B-H curves to be applied, e.g., for FEM (Finite Element Method), MoM (Methods of Moments), and engineering software, such as SPICE (Simulation Program with Integrated Circuit Emphasis). In order to obtain precise simulation results despite considering simplified magnetization curves, iron losses are taken into account at the post processing stage. Numerous approaches were developed and the authors summarize the most prominent examples in Section 2.2. Consequently, Section 2.3 lists common hysteresis models that allow jointly characterizing the actual magnetization state due to the magnetization history as well as the iron losses. Section 2.4 combines the magnetization characteristics as well as the instantaneous iron power losses in one novel
2.1 Modeling of the B-H magnetization curve

Any modeling of B-H magnetization characteristics starts with acquiring data of the soft magnetic material under test. Obviously, the quality and accuracy of the derived model depends on the exactness of the provided B-H data. For this reason, many different measurement setups are established, e.g., the Epstein frame [23, 30], setups using ring-shaped specimens [1, 11, 32] or single sheet testers [64, 31]. The most relevant international standard for characterizing soft magnetic materials is IEC 60404. The values of $B$ and $H$ for all 1D measurement setups are derived based on auxiliary quantities. For instance, the current of the primary winding and the induced voltage of the secondary winding are used when considering the setup for ring-shaped specimens. Some assumptions are made, e.g., negligibly small stray flux, and no bias (DC) flux. Figure 1 illustrates a basic diagram of the measurement setup introduced in [11] for a ring-shaped specimen as well as the basic equations to determine the magnetic field quantities $B$ and $H$ from the measured primary current $i_{m}(t)$ and the detected secondary voltage $u_{m}(t)$. According to the international standard IEC60404 the magnetic path length $l_{fe}$ is defined by using the average diameter of the ring-shaped specimen. For example, L. Chang describes in [14] another estimation of the mean magnetic path length to reach a better approximation of the resulting magnetic conditions inside the sample. Further details concerning the measuring setup can be found in [1, 11]. Regardless which setup is applied, one should always have the underlying assumptions in mind and evaluate if for the investigated test case, e.g., the saturation level and frequency considered, those assumptions are reasonable. A typical hysteresis curve for an M250-35A electrical steel sheet is illustrated in Fig. 2. Thereby, a sinusoidal waveform of $B$ or $H$ is investigated. The measured result is presented in grey color. Considering this initial situation, two different modeling approaches can be employed. On the one hand, many researchers use smoothing techniques to approximate the measured data. The applied functions are characterized by a very small number of parameters for representing the entire magnetic characteristics. On the other hand, piecewise defined functions are additionally applied that typically need a significant higher number of parameters. For the latter case, each part of the magnetization curve is defined by boundaries and individual curve parameters that are only valid in that particular curve section. The total number of modeling parameters is thus higher for a piecewise B-H curve definition compared to the smoothing techniques. A frequently applied modeling approach requiring only few parameters is based on the Langevin function. Figure 2: Measured hysteresis curve of a M250-35A electrical steel sheet with the experimental setup defined in [1] and its approximations using the Langevin function with the modeling parameters $B_s = 1.61$ T and $a = 1.61$ A m$^{-1}$ (top figure). The piecewise linear approach with $B_s = 1.52$ T and $\mu_a = 4000$ is illustrated in the bottom figure.
function [45], which is defined as

\[ B(H) = B_s \left( \coth \left( \frac{H}{H_s} \right) - \frac{d}{H_s} \right). \]  

(1)

\( B_s \) can be interpreted as the saturation magnetization of the specimen and \( a \) represents a material dependent parameter that is identified using measurement data. Furthermore, Wilson uses the arc-tangent function in [62] or Brauer in [13] utilizes an exponential function in order to model the measured B-H data. The variety of modeling approaches is widespread. Interested readers can find further formulations, e.g., rational or isoparametric approaches, in [18, 19, 47].

Depending on the considered material and thus on the shape of the B-H curve, an appropriate model can be selected in advance. Generally, all aforementioned models differ regarding the curve shape, the applicability considering numeric algorithms, but also on the number of model parameters to be determined. In contrast, in the simplest piecewise approximation a subdivision of the nonlinear magnetization curve into a linear region with high permeability \( \mu_s \) and two areas of saturation is considered, such as

\[ B(H) = \begin{cases} 
\mu_0 H & \mu_0 \mu_a H \geq B_s \\
\mu_0 \mu_a H & -B_s < \mu_0 \mu_a H < B_s \\
\mu_0 H & \mu_0 \mu_a H \leq -B_s 
\end{cases}. \]  

(2)

In Fig. 2, the Langevin function and the simple piecewise model, respectively, are applied to fit the B-H curve of a specimen of M250-35A electrical steel. Although both models (1) and (2) use two material-specific parameters to describe the curve shape, the Langevin function (1) achieves a significantly higher accuracy. However, in contrast to that smooth approach, the precision of the piecewise linear B-H model can be significantly improved in two different ways. On the one hand, the number of regions, into which the curve is partitioned, can be increased. On the other hand, the complexity and thus the flexibility of the shape function can be increased. For example, Huelsmann describes in [29] an extended Brauer model that subdivides the magnetization curve into a quadratic so-called Rayleigh region, an exponentially approximated buckle, and finally a linear saturation area. A more general approach that uses a user-defined number of piecewise functions with higher-order terms can be found in [24]. In addition to preselection of the most appropriate model, another challenge is the estimation of the unknown modeling parameters. Usually, authors solve the problem of parameter identification by using optimization algorithms based on the least squares (LSQ)-method [37].

The modeling parameters for the approximated magnetization curves of M250-35A electrical steel in Fig. 2 are identified by such an algorithm as well.

### 2.2 Modeling of the losses due to changes in the magnetization state

To obtain the power loss through an entire cycle of a periodic change of the magnetization state, the size of the area spanned by the associated B-H loop needs to be evaluated. For 1D magnetization, the specific energy loss \( w_{fe} \) per volume and cycle can be defined as [44]

\[ w_{fe} = \oint_c H \ dB. \]  

(3)

The integral is assessed along the contour \( c \) of the material-specific B-H loop. In practice, the time-wise average of the power loss is of greater interest, which is defined as the specific energy loss averaged over time. It can be calculated as

\[ p_{fe} = \mathcal{F} \oint_c H \ dB. \]  

(4)

Thus, \( p_{fe} \) gives the specific average power that is dissipated. In order to determine the instantaneous specific energy loss at any instant of time, (3) must be extended to

\[ w_{fe} = \int_{t_0}^{t_1} H(t) \frac{dB(t)}{dt} \, dt, \]  

(5)

where \([t_0, t_1] \) corresponds to the observed time interval. Consequently, the instantaneous specific power loss due to existence of lossy material is given as

\[ p_{fe}(t) = H(t) \frac{dB(t)}{dt}. \]  

(6)

Throughout the next sections, the goal is to present widely applied iron loss models that take into account electromagnetic field quantities of the considered volume(s), the frequency of the applied change of magnetization and some further more or less material-specific parameters.

#### 2.2.1 Iron loss models for alternating and purely sinusoidal flux densities

In many practical applications, a purely sinusoidal flux density in the material is considered. For this particular case, the well-known and empirically found Steinmetz equation [57]

\[ p_{fe} = C_s f^a \bar{B}^b \]  

(7)

is typically used to determine the specific iron losses. Thereby, \( \bar{B} \) denotes the magnitude of the sinusoidal mag-
nentic flux density and $f$ its frequency. The Steinmetz coefficients $\alpha$, $\beta$ and $C_s$ are used to fit the model to the measured data. Generally, the values of the three Steinmetz coefficients themselves are frequency-dependent as well. This is why the loss estimation based on (7) provides decent accuracy only within a small frequency range, i.e. in the range of the frequency used for identification. Another quite different modeling approach is the loss separation principle, which subdivides the total specific iron loss in static hysteresis losses and dynamic eddy current losses [35]. The former represents the energy consumption that is needed for the expansion and contraction of the magnetic domains during a magnetization cycle at very low frequencies. Hence, it is assumed that the static losses scale linearly with the frequency of the remagnetization. The eddy current losses increase by the time derivative of the magnetic flux density squared. Thus, they grow with frequency squared for a sinusoidal temporal change of the respective field quantities. Consequently, the total specific iron losses can be calculated using

$$p_{le} = C_{hyst} f \frac{B^2}{f_n} + C_{ec} f^2 \frac{B^2}{f_n},$$  \hspace{1cm} (8)$$

where $C_{hyst}$ and $C_{ec}$ are material specific weights that are determined to fit to the measured data, as for the Steinmetz coefficients in (7). Bertotti extends the separation approach by adding the excess losses [9], which follows

$$p_{le} = C_{hyst} f \frac{B^2}{f_n} + C_{ec} f^2 \frac{B^2}{f_n} + C_{exc} f^{1.5} \frac{B^{1.5}}{f_n^3}.$$  \hspace{1cm} (9)$$

This third contribution to the total losses can be explained by the domain wall motion under alternating magnetization. Especially at very high frequencies, this term is getting important and should not be neglected any longer. In [65] this commonly used loss separation procedure is critically analyzed with focus on grain-oriented and non-oriented electrical steels that are utilized for many electromagnetic applications. Furthermore, the authors discuss the difficulties with skin effect definition in grain-oriented materials, but also show that the loss separation approach can offer very good accuracy for both sinusoidal and non-sinusoidal excitation. If no specific measurement data is available to determine the loss coefficients, engineers that develop electromagnetic devices need to rely on generic information provided in data sheets of the electric steel manufacturers. Often only the specific losses at a given operating point are specified. In these cases, the calculation of the specific loss $p_{le}$ for any other magnetic flux density magnitude $B$ and frequency $f$ can be done by scaling properties based on the loss separation approach (8) and (9)

$$p_{le} = p_h f \frac{B}{f_n} \left( \frac{B}{f_n} \right)^2 + p_{exc} \left( \frac{f}{f_n} \right)^2 \frac{B^2}{f_n^2}$$  \hspace{1cm} (10)$$

or

$$p_{le} = p_h f \frac{B^2}{f_n} \left( \frac{B}{f_n} \right)^2 + p_{exc} \left( \frac{f}{f_n} \right)^2 \frac{B^2}{f_n^2} + p_{exc} \left( \frac{f}{f_n} \right)^{1.5} \frac{B^{1.5}}{f_n^3}.$$  \hspace{1cm} (11)$$

Thereby, the three coefficients $p_h$, $p_{ec}$ and $p_{exc}$ give the specific static hysteresis, eddy current and excess losses at a defined operating point $B_n$ and $f_n$. Standardized values for reference are $B_n = 1.5T$ and $f_n = 50$ Hz. In addition to the already discussed 1D alternating magnetization, at least some parts of electromagnetic devices are usually magnetized by a rotational field (of varying degree of ellipticity) such as the stator tooth of electrical machines or the T-joint parts in transformers. The physical mechanisms of loss formation are different for this type of magnetization. Thus, the aforementioned models hold only at very low frequencies as well as low amplitudes of $B$. Jacobs et al. [33] combined the model of loss separation due to (8) for alternating magnetization with an extra part for the rotational losses to

$$p_{le} = k_1 f \frac{B^2}{f_n} + f^2 \frac{B^2}{f_n^2} + k_2 B^2 + k_3 B^3.$$  \hspace{1cm} (12)$$

In (12) the parameter $k_2$ corresponds to the eddy current coefficient $C_{ec}$ in (8), whereas $k_3$ includes, besides the hysteresis parameter $C_{hyst}$, an additional rotational hysteresis factor $r$ and the minimum and maximum value of the magnetic flux density $B(t)$. The coefficients $k_1$ and $k_3$ improve the accuracy of the loss model for considerably high flux density levels. As mentioned before, all introduced models in this section are only valid for a purely sinusoidal temporal change of the magnetic flux density in the material. Furthermore, if the skin effect in the steel sheets cannot be neglected, models based on the separation approach (8) do not fit very well and high errors between model prediction and measurement of more than 200 % can occur [49].

### 2.2.2 Iron loss models for alternating non-sinusoidal $B$ based on Steinmetz equation

Due to saturation effects in the materials, as well as due to non-sinusoidal excitation and the control of electromagnetic devices with PWM-based signals, the $B$ waveform typically comprises multiple temporal harmonics with considerable magnitude. For this reason, the iron loss models of Section 2.2.1 often become significantly inaccurate. Severns considers higher harmonics in [51] by using the Fourier expansion of the magnetic flux density and apply (7) on each Fourier series component. Finally, the resulting iron losses of the particular harmonics are summed up to get the total iron loss of the waveform under consideration. According to this simple approach, the total iron losses for all imaginable magnetic flux density $B$ wave-
forms can be estimated by
\[ p_{fe} = \sum_{n=0}^{\infty} C_s (f_n)^2 \hat{B}^\beta_n \]  
(13)
or for a frequency-independent \( C_s \) by
\[ p_{fe} = C_s \sum_{n=0}^{\infty} \hat{B}^\beta_n \]  
(14)

However, the mathematical principle of superposition is only applicable for linear systems. Particular ferro- and ferrimagnetic materials exhibit strong nonlinear characteristics. Thus, the method of Fourier expansion does not hold in practice. In order to overcome this problem, further approaches based on the Steinmetz equation have been developed. According to (6) the instantaneous specific iron losses are directly proportional to the rated change of induction \( \frac{\Delta B(t)}{\Delta t} \) that, in general, does not correspond to the fundamental frequency \( f \). For this reason, in the Modified Steinmetz Equation (MSE) the frequency term in (7) is replaced by an equivalent frequency \([49]\)
\[ f_{eq} = \frac{1}{2\pi B^2} \int_0^T \left( \frac{dM(t)}{dt} \right)^2 dt \]  
(15)

where \( T \) is the periodic time of the fundamental wave. It constitutes a frequency that is equivalent to the rated change of the induction squared \( \left( \frac{\Delta B(t)}{\Delta t} \right)^2 \) averaged over the fundamental period. Consequently, the total iron losses appearing for a given waveform can be calculated using
\[ p_{fe} = C_s f_{eq}^{\alpha-1} \hat{B}^\beta \]  
(16)

where \( \alpha, \beta \) and \( C_s \) stand for the material-dependent Steinmetz parameters identified for purely sinusoidal changes of the magnetization state. This also constitutes the primary advantage of this modeling approach, as only well-known and standardized measurements with purely sinusoidal flux densities are necessary for a complete identification. Another example for a modified iron loss model is the Generalized Steinmetz Equation (GSE). According to [39], the authors enhance the main idea of MSE and define the instantaneous iron losses as a single-valued function that is only dependent on the material itself, the magnetic flux density \( B(t) \) as well as on its rated change \( \frac{\Delta B(t)}{\Delta t} \). Based on this hypothesis, a formula can be derived that allows estimating the iron losses by evaluating
\[ p_{fe} = \frac{1}{T} \int_0^T C_{s,m} \left| \frac{dM(t)}{dt} \right|^\alpha |B(t)|^{\beta-\alpha} dt \]  
(17)

In (17), the modeling parameter \( C_{s,m} \) is a modified Steinmetz coefficient that can be calculated by reusing the coefficients for sinusoidal flux density characteristics. Therefore, it was one of the first approaches, which uses temporal magnetic field courses for the estimation of instantaneous iron loss in the material. Especially for ferrimagnetic materials, such as ferrites, additional modifications of the Steinmetz equation are developed. For instance, the Improved Generalized Steinmetz equations (IGSE, [60]) or the Natural Steinmetz equation (NSE, [59]) were presented in the past.

### 2.3 Hysteresis models for alternating magnetization

All models described so far either estimate the nonlinear relationship of the magnetic field quantities \( B \) and \( H \) or the iron losses caused by the coupling of these magnetic fields inside the material. As aforementioned and depicted by (4) and (6), the specific instantaneous power loss and the relationship of magnetic flux density and magnetic field strength, described by the B-H curve, are not separate phenomena. Both are due to the interaction of the dynamic magnetization process of the material and the external magnetic fields, which becomes visible in form of the nonlinear hysteresis curve. Thus, many researchers focus on directly modeling the magnetic hysteresis loop to obtain an appropriate material characterization. The most frequently applied hysteresis model in finite element (FE) simulations for many electromagnetic problems are the discrete Preisach model [46] and the hysteresis model according to Jiles and Atherton [34]. Both models determine the magnetization \( M \) instead of \( B \), and the B-H curve can be calculated by taking advantage of the relationship \( B = \mu_0 (H + M(H)) \), where \( \mu_0 \) is the vacuum permeability. The discrete Preisach hysteresis model is based on the classic Preisach model introduced in [46]. It subdivides ferromagnetic materials in \( N \) magnetic domains, so called hysterons, with different properties. Each hysteron represents a memory of the current magnetization state of the given domain. Usually, the magnetic behavior of each hysteron \( i = 1 \ldots N \) is described by a simple rectangular hysteresis loop with individually defined thresholds \( q_i \) and \( b_i \) as well as a particular scaling factor \( m_i \). In case of the discrete Preisach model, the contributions of the outputs of all hysterons are summed up to form the total magnetization of the material. Figure 3 shows the basic concept of the discrete Preisach hysteresis model. In order to achieve high modeling accuracy, a large number of domains and hence many modeling parameters are used. Consequently, for a complete identification of the hysteresis model, many independent measurements are required.
Additionally, some extensions and modifications of the classic Preisach model have been developed, such as the dynamic Preisach model, the magnetodynamic viscosity based model and, the loss surface model. Klings et al. discuss their basic principles and compare them in [36]. In contrast to the Preisach model, the fundamental idea of the Jiles-Atherton hysteresis model [34] is the subdivision of the magnetization $M = M_{\text{rev}} + M_{\text{irr}}$, where $M_{\text{rev}}$ is a reversible component and $M_{\text{irr}}$ an irreversible component. Due to assumptions made in [34] and [7], both are linked with the effective magnetization force $H_e = H + aM$ inside the material by

$$M_{\text{rev}} = c(M_{\text{an}} - M_{\text{irr}})$$

(18)

and

$$\frac{dM_{\text{irr}}}{dH_e} = \frac{M_{\text{an}} - M_{\text{irr}}}{k\delta},$$

(19)

where the parameter $\delta = \pm 1$ defines whether the given loop branch ascends or descends. The anhysteretic magnetization $M_{\text{an}}$ of the material is modeled by a modified Langevin approach, similar to (1), and thus can be written as

$$M_{\text{an}} = M_s \left( \coth \left( \frac{H}{kT} \right) - \frac{a}{T} \right).$$

(20)

The additional parameters $c$, $k$, $M_s$, $a$, and $a$ in (18)–(20) define the given material properties and are identified by measurements. According to (19), an ordinary first-order differential equation is solved to predict all terms of the resulting magnetization $M = M_{\text{irr}} + c(M_{\text{an}} - M_{\text{irr}})$ as a nonlinear and hysteretic function of $H$ in each node of a mesh. A detailed comparison of the Jiles-Atherton model with the Preisach model can be found in [7]. On the one hand, the Jiles-Atherton hysteresis model bears more relation to the underlying physical principles, it needs significantly fewer modeling parameters, it is easier to identify, and it typically takes less computing time considering numerical field computations. On the other hand, results calculated with the Preisach model are usually more accurate [7]. Nevertheless, both models require a significant amount of measuring data compared to the models discussed in Section 2.2 and their identification and implementation for numeric simulation is more time-consuming.

2.4 General and novel approach for alternating iron loss and magnetization curve modeling

If the magnetic behavior of a material is described using a hysteresis-curve model, the energy loss per volume can be calculated by integrating $B$ along the identified hysteresis curve as described in (3). Consequently, the signals $B(t)$ and $H(t)$ in each volume element, as well as at any time are necessary to determine the individual magnetization state and its temporal change. Many electromagnetic devices are evaluated using magnetostatic tools. Hence, the temporal courses of the field quantities are usually unknown. In addition, a modeling error in the hysteresis model at one particular time instant can permanently impact the accuracy of the magnetization state determination at any subsequent point in time. As a result, both the predicted operating point of the material and the consequently derived instantaneous iron losses can feature unfeasibly large errors. For this reason, the authors in [11] suggest jointly modeling losses and material characteristics using a quasi time-invariant model

$$p_{fe}(t) = p \left( B(t), \frac{dB(t)}{dt} \right),$$

(21)

where $p$ is a two-dimensional function depending on the current state of $B(t)$ and its rated change $\frac{dB(t)}{dt}$. On the one hand, the instantaneous power loss for given $B(t)$ and $\frac{dB(t)}{dt}$ can be determined by using (21). On the other hand, $H(t)$ can also be estimated by merging the formula for instantaneous power loss (21) and (6) to

$$H(t) = p \left( B(t), \frac{dB(t)}{dt} \right) \left( \frac{dB(t)}{dt} \right)^{-1}.$$

(22)

Hence, the entire information about the magnetization state of the material as well as the instantaneous iron losses can be derived by applying a single material-specific 2D-function that is determined using measurement data. Additionally, the authors suggest triangle-shaped flux densities for the measurements. Thus, the material exhibits different magnetic flux densities at a constant $\frac{dB(t)}{dt}$ level. If the frequency of the waveform is varied, a spe-
2.5 Vector magnetic modeling of magnetic properties and iron losses for rotational and multi-dimensional magnetization

In addition to the alternating (i.e., one-dimensional) magnetization, a rotational and multi-dimensional magnetization occurs in certain regions of electromagnetic devices, as described in Section 2.2.1. Due to the microstructure given by the manufacturing process, many electrical sheets exhibit a magnetic anisotropy. As a result, the two-dimensional magnetic characteristics of the sheet has a magnetically preferred spatial direction, called easy axis. In contrast, the hard axis represents the direction that is most difficult to magnetize. Because of the anisotropy, the magnitude of the resulting magnetic field depends on the local magnetization direction. Figure 4 compares the loci of the vectors $\vec{B}$ and $\vec{H}$ for both 1D- and 2D-magnetization. Beside the spatial dependency of the magnitude, two-dimensional measurements show a phase difference $\phi$ between $\vec{B}$ and $\vec{H}$ vector, as a result of the anisotropy. If no alternating magnetization can be assumed in the material, the magnetic anisotropy, the magnetic nonlinearity, and the phase lag must be considered in the modeling approach in order to precisely estimate the local iron losses. For example, Enokizono et al. introduced and discussed a vector-based magnetic model for two-dimensional magnetization in [22] and [52]. The prediction of the anisotropic nonlinear magnetic characteristics as well as the spatial distribution of the iron losses agree well with measurements. Furthermore, the above-mentioned hysteresis models have been extended to vectorial formulations in order to represent magnetic anisotropy in complex hysteresis models as well [42, 8]. Further approaches and explanations, can be found for instance in [41, 43, 66].

3 Characterization of the manufacturing impact on the B-H curve

Thanks to increases in computational power, the modeling and optimization of electrical machines saw a significant boost throughout the last decades. Evermore complex nonlinear modeling strategies are applied. In addition, high throughput computing software, e.g., HTCondor [58], allows investigating thousands of designs within reasonable time. As the minimization of the cost of the device is typically a top priority objective [12], highly utilized designs are obtained when applying the aforementioned measures. To avoid unwanted surprises when performing measurements for built prototypes, the accuracy of material characterization continuously requires improvement. A significant aspect is to investigate the impact of manufacturing on local properties of soft magnetic materials. The considered techniques can be subdivided into two categories. The first one is about the realization of the shaping of the cross section of the considered machine design or device, while the other is the stacking and fixing of the lamination sheets. Moreover, the pressing of the stacked arrangement into supportive machine components, e.g., aluminum housing, takes effect on the material characteristics. Typical shaping processes are punching, laser cutting, and wire eroding. The first one is usually considered for mass-produced components. Stacking can be realized by applying interlocks, welding, or gluing. While the lamination sheets can be glued during manufacturing, a more efficient way is to consider self-bonding laminations. Thereby, a thin layer of glue is applied on a single side of the lamination sheet during the manufacturing of the soft magnetic material. Employed processes depend very strongly on the desired performance and cost of the given magnetic circuit.
3.1 Shaping of the machine design cross section and its impact on material characteristics

The shaping of the cross section usually affects the material properties along the cut edges. Depending on the chemical composition and process treatment of the material, the layer thickness, and the applied shaping technique, significant decrease of the material properties is observed up to a distance of 2–3 mm from the cut edge \([40, 6, 61]\). In case of punching, the change is mainly due to residual mechanical stress and plastic deformation of the material \([38, 26, 15, 63, 56]\), while for laser cutting it is due to thermal effects \([21, 3]\). Stress relief annealing can be applied to at least partly restore the material characteristics \([10, 16]\). By contrast, electrical discharge machining (EDM), also known as wire cutting, shows significantly lower impact on the material \([17]\). A comparison of different shaping techniques can be found in \([4]\). Especially for small-size magnetic apparatuses, e.g., fractional horsepower machines with overall small dimensions, the change of the material characteristics has significant impact on the overall performance of the machine. Thus, researchers carried out investigations to measure the manufacturing effects and, consequently, to find models suitable for machine design analysis, preferably for both analytical models as well as for finite element analysis software \([5, 48]\). Among the plethora of presented techniques, two main directions of research can be observed. A layer-based approach \([2]\) or an element-wise assignment of material properties considering their distance to the cut edge \([20, 28, 50]\). The first one can be applied for both, analytic models as well as FE tools. An example of the stator teeth section and \(n\) layers is presented in Fig. 5. Development of techniques for an element-wise assignment is particularly devoted for finite element software application. Thereby, the material cross section is inherently discretized into the finite elements. Sophisticated and typically customized modeling environments allow for such an element-wise assignment of material parameters \([53, 54, 55]\). Figure 6 gives an example for this approach. Typically, the centroid of the triangle is used for defining its distance to the cut edge. Both, an individual material definition per element or a discretization of the affected zone to \(n\) layers and, consequently, \(n\) different materials, is reasonable. A big advantage of the element-wise assignment compared to introducing layers is that the zone close to the cut edge does not necessarily need to be discretized to very small finite elements. Based on requirements regarding computational cost and modeling accuracy, a reasonable discretization can be defined. As the consideration of the manufacturing impact currently is a major topic, selected references only constitute a small excerpt of the recently published studies. Needless to say that, research in this field is still ongoing.

3.2 Change of material properties due to stacking and fixing of lamination sheets

While for the field covered by Section 3.1 multitudinous activities can be experienced, the topic of this section is not so extensively investigated. Thus, a rather limited number of general models covering the effects due to fixing the steel sheets during the stacking process is available. Some examples about welding and clamping can be found in \([25]\). Moreover, the pressing of a stator into an aluminum housing is investigated in \([27]\).
4 Conclusions and outlook

Because of advances in numerical techniques for evaluating electromagnetic devices and increase in computational power, optimization of these components currently is a major topic in electrical engineering. If the tools are applied, highly-utilized designs are obtained, where materials are driven up to very high flux density amplitudes and thus highly nonlinear characteristics are observed. This increases requirements on modeling the material properties and thus extensive research activities continue to be carried out. This article gives a comprehensive overview of main research directions for modeling both the hysteretic behavior as well as the loss due to magnetization state changes of ferromagnetic materials. The focus is on techniques that can be applied in common tools used for electromagnetic device characterization, e.g., the finite element method. Besides obtaining the performance of materials for rated conditions, the impact of manufacturing is a further crucial topic allowing to obtain accurate results when investigating the characteristics of electromagnetic devices. Especially throughout the last couple of years, significant advances in modeling the effect of manufacturing techniques for shaping and stacking the steel laminations have been achieved. This manuscript gives a one-stop reference for readers to get a wide overview of overall available models for characterizing the electromagnetic performance of ferromagnetic materials. Most prominent and typically applied techniques are focused. Besides, a comprehensive list of state-of-the-art references is mentioned that allows for delving into this exciting and ongoing topic of research.
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